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Abstract

This paper explores a Bayesian method for the detection of sudden changes in the genera-
tive parameters of a data series. The problem is phrased as a hidden Markov model, where
change point locations correspond to unobserved states, which grow in number with the
number of observations. Our interest lies in the marginal change point posterior density.
Rather than optimize a likelihood function of model parameters, we adapt the Baum-Welch
algorithm to maximize a bound on the log marginal likelihood with respect to prior hyper-
parameters. This empirical Bayesian approach allows scale-invariance, and can be viewed
as an expectation maximization algorithm for hyperparameter optimization in conjugate
exponential models with latent variables. The expectation and maximization steps make
respective use of variational and concave-convex inner loops. A judicious choice of change
point prior allows for fast recursive computations on a graphical model. Results are shown
on a number of real-world data sets.

Keywords: product partition model, hidden Markov model, variational Bayes, empirical
Bayes, expectation maximization

1. Introduction

The task of determining whether a sudden change occurred in the generative parameters of
a time series finds application in many areas. In industrial control, one may want to detect
when there was a shift in the parameters generating certain quality measurements, whereas
in finance one may be interested in whether there are change points in the volatilities of stock
returns. Similar problems arise in for example disease mapping, robotics, and econometrics.

A useful approach to modeling change points is through the product partition model
(Barry & Hartigan, 1992)—which assumes that time-series data can be partitioned into
independent and identically distributed (i.i.d.) partitions, demarcated by the points where
the data’s generative parameters change—and variants thereof. The model, with its hid-
den partition variables, naturally adapts to inference through Gibbs sampling (Loschi &
Cruz, 2002; Robert & Casella, 2004, chapter 11), and can be treated as a Hidden Markov
Model (HMM) for the same reason (Chib, 1998). In the discussion following Lai (1995),
S. L. Lauritzen mentioned the idea of treating change point problems through recursive
computations on graphical models (Lauritzen & Spiegelhalter, 1998), and is the approach
adopted here.

This paper builds on the online algorithm of Adams & MacKay (2006), who cast the
product partition model into a Bayesian graphical model. Their model is equivalent to a



HMM with a possibly infinite number of hidden states, as there can be as many change
points as data observations. The setting has the advantage over other HMM-based models
as the number of change points does not have to be pre-specified (see e.g. Chib (1998)),
although reversible jump Markov chain Monte Carlo methods (Green, 1995) can always be
implemented in such models.

This paper’s main contribution is an empirical Bayesian treatment of the prior hyperpa-
rameters (MacKay, 1992; Carlin & Louis, 2000), which relies on the standard addition of a
“backwards loop” to Adams & MacKay (2006)’s algorithm. Our choice of hyperparameters
is crucial in the successful detection of change points, as the posterior over possible data
partitions is a marginal density, coming from an average over all possible generative param-
eters. This is illustrated in section 5.1. We can construct a lower bound on the marginal
density, and this gives us a practical handle on the log marginal likelihood. We derive an
expectation maximization (EM) algorithm to maximize the log marginal likelihood, and it
can be seen as a generalization of the Baum-Welch algorithm for maximizing the volume
under a function. Both steps in the EM algorithm require subloops, and we use a varia-
tional treatment of latent variables in the E-step, and introduce a concave-convex procedure
for the M-step. The forward-backward HMM scheme, as well as the M-step, require the
restriction of generative probabilities to the exponential family of models with conjugate
priors.

We proceed by describing the details of the change point model in section 2, including
the change point prior which gives a sparse structure to the HMM. In section 3 we present
familiar HMM algorithms for recursive computations on a graphical model. In section 4 we
present a novel and effective scheme to maximize the log marginal likelihood with respect to
the prior hyperparameters. Section 5 contains results from various fields, and we conclude
the paper with a discussion of related ideas in section 6.

2. Change point model

This paper revolves around detecting possible multiple change points in a time series D =
{x;}L_,, based upon a rephrasing of the product partition model of Barry & Hartigan (1993).
We assume that the data can be partitioned into contiguous sequences of runs, such that
all the data in the sequence starting at time i were generated by parameters 8; ~ p(6;|n),
with 1 being hyperparameters shared between all the priors.

This generative model can be described by the states of a (possibly infinite) hidden
Markov model (HMM) in the following way: x; can potentially be a member of a sequence
starting at any time i = 1,...,¢, and therefore we let the latent run state r, € {0,1},
with Zle r4 = 1, be a multinomial variable specifying which parameter setting 0; was
responsible for generating x;, or of which run sequence it is a part. By constraining the
transition probabilities of the unobserved states to allow only movement to the same state
i, or a change to an entirely new state ¢, the latent states naturally partition the data into
contiguous runs. Figure 1(a) illustrates the structure of the latent variables; a data point x;
could be part of any existing run starting at a time ¢ =1,...,t—1, with r; = 1, or a change
point could have occurred and x; is the first example that we see after the change, and hence
ry = 1. Therefore change points occur when we move from one run or data partition to
the next, implying that the parameters responsible for generating the data have changed



(a) The structure of the change point prior. A (b) With the parameters ® integrated out, the

run length can either increase, or be reset to zero. data points are coupled in the graphical model.
Notice that r+; = 1 here means that we are at time The use of conjugate exponential models allows
t, and that the present data point comes from us to still do analytically tractable inference in
state i—which is the same as saying that it still this model.

comes from the stream of data that started with
a first x; at time <.

Figure 1: Graphical models for the change point prior, and the HMM used in section 3. A
Bayesian network that includes ®, n, and H is illustrated in figure 2.

abruptly. This model assumes that data D;.; = {XT}tT:Z- are i.i.d. given the state ry; =1,
¢
p(Di:t|@,7‘ti = 1) = Hp(XT|0i)v
T=1

and is independent of all other parameters 7 # i in ® = {0,}7_,. This is an alternative
way of defining “non-overlapping product partitions”, or stating that the data points are
i.i.d. within a specific partition.

2.1 Inference in the model

Our main interest is in determining when change points occurred, irrespective of the specific
parameters @, although they can also be inferred. If R = {r;}]_,, we are going to determine
the marginals p(r;|D) from the posterior

DR, n)p(R|H)

_p(
p(R|D,n, H) = oD )

(1)

where 1 and H are prior hyperparameters for the model. Their role is illustrated in the
Bayesian network in figure 2. The likelihood is independent of ® and comes from a higher-
level average

p(DR,7) = / p(D|®. R)p(®ln) dO ,
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Figure 2: A Bayesian network for the joint density in (3). The plate (square) indicates
T i.i.d. replicates of @;. Shaded and unshaded nodes are used to respectively
indicate observed and hidden random variables. The hyperparameters H and n
are set to maximize the log marginal likelihood in (2).

where p(®|n) is used as shorthand for Hle p(0;|n). Notice that n is a prior hyperparameter
shared between all the 8;s. Figure 1(b) illustrates a graphical model for the joint density
p(R,D|n, H) after averaging over ©; notice now that the data couples in the HMM. To
treat this in a tractable way, we follow Adams & MacKay (2006) by using conjugate prior
distributions and likelihood functions. This allows us to implement standard HMM and
message passing algorithms to do inference, as data can effectively be incorporated into
various posteriors p(6;|D) through natural parameter updates.

The successful identification of change points depends on the hyperparameters n—which
will have to be on the same scale as the data, for example—and H, and can be set by
maximizing the log marginal likelihood or log numerator

log p(D|n, H) = log [ZP(RIH)/p(Dl@,R)p(@In) d© (2)
R

in (1). This is an empirical Bayes approach (Carlin & Louis, 2000), also known as maximiz-
ing the evidence (MacKay, 1992), or type IT maximum likelihood, and is based on estimating
the prior hyperparameters to best explain the observed data. There is no closed-form so-
lution to maximize this quantity with respect to the hyperparameters, and we resort to an
expectation maximization (EM) scheme to firstly lower bound it, and then maximize the
bound. The EM scheme has been used before, for example in the context of tracking, by
Vasconcelos & Lippman (2001).

We provide an outline of the empirical Bayes algorithm to both infer the marginals
p(r¢|D) in (1), and maximize a bound on (2), in algorithm 1. It is presented merely as a
framework to show where each of the coming sections play a role.



Algorithm 1 Empirical Bayesian change point detection
1: initialize: n©, HO) k =0.
2: repeat
33 k—k+1.
4 section 3: given n*Y and H*~1  determine p(ri = 1|D) and p(ry = 1,141, =
1|D) for all ¢.
5. section 4.1: given p(ry; = 1|D) and p(ry; = 1,741 = 1|D), determine ¢ (R).
6:  section 4.2: given ¢¥)(R), determine H¥) and n*).
7: until convergence

2.2 The necessary distributions

Given a latent variable allocation R, the likelihood function of observing D completely
factorizes, resulting in the joint distribution p(D, R, ®|n, H) over all the random variables
being

T t T T
p(DIR,®)p(R|H)p(®|n) =[] <Hp(xt\9¢)”i> x p(er|H) [ [ p(relre—r, H) x [ p(6ilm) -
i=1

=1 \i=1 t=2
(3)

The change point prior is crucial, and defines message passing on the lattice presented in
figure 1(a). In this paper we conveniently choose the run length prior to follow a geometric
sequence,
1-H ifry=1
p(reric; =1,H) =< H ifry =1
0 otherwise
so that from state 7,1 ; = 1 we can either stay in the same state with probability 1 — H,
or a change point can occur with probability H. For the sake of later maximizing a lower
bound on (2) with respect to H, we will rewrite the prior as'
t—1
p(relrs1, H) = H™ H [re-1:(1—H)]™ .
i=1
The prior is first-order Markov but memoryless given a previous state; Adams & MacKay
(2006) also discuss memory-based priors that are a function of the number of observations
already associated with state .. Without loss of generality we assume that observations start
in the first state with p(r1; = 1)—and therefore p(r;) = 1 as there is only one state—giving

T
p(RIH) = [[,— p(r¢|ri—1, H).
2.2.1 CONJUGATE EXPONENTIAL MODELS

To tractably compute the marginals p(r|D), we assume that the data is generated from an
exponential-family likelihood with a conjugate prior. In other words, we can write a prior
in terms of its natural parameters ) and its sufficient statistics ¢(0) as

p(Olm) = exp {n"¢(6) ~los Z(n)} with Z(n) = [ exp {n"6(6)} do

1. Seeing that rlogr — 0 as r — 0, this formulation of the prior uses the convention that 0° = 1.



In certain cases it may be necessary to multiply further constraints A(0) into this formula-
tion, say when 6 is required to be nonnegative or sum to one. A likelihood of the form

T T
p(P16) = [T p(x:l6) = [T exp {ulx) 6(68) ~ log Z(u(x)) }
t=1 t=1

will cause the posterior p(6|D) = p(0]npost) to be of the same distribution as the prior, as
p(0]D) < p(D|0)p(8|n) allows the natural parameter to be updated with a simple update
rule, Mpost = 1+ 31y U(Xt).

Example. In this paper we model x € R” as a Gaussian random variable with mean g
and precision matrix (inverse covariance) A, so that the likelihood p(x|u, A) of observing
a data point is

1 1 1 D
N(x|p, A7) = exp {—iuTAu +x"Ap — 3 tr[xx " A] + 3 log |A| — B log(27r)} .

A conjugate prior on the parameters @ = {u, A} is the Normal-Wishart distribution,
p(p, A) = N(ujm, (vA) "1 )W(Ala, B), also written as

1 1
NW(u, Ajm,v,a,B) = exp {—gvuTAu + vaAu — tr [(B + §vmmT> A]
D
+(a— B log [A| —log Z,,,(n) ¢ -

The sufficient statistics ¢(@) are therefore —%MTAM, Ap, —A, and log |A|. In this form the

natural parameters n are v, vm, B + %’ummT, and a — £, with the normalizer or partition
function defined as

2

2o () = <277T)D/27TD(D—1)/4|B|—¢1 lD_[I‘(a—I— 1%1) '
d=1

Note that we implicitly assume constraints a > (D — 1)/2, v > 0, and B being positive
definite, to hold.
The natural parameters of the posterior are found by updating the prior parameters 1,

T

Upost = U + T UpostMpost = V1M + E Xt
t=1

2| N

T
1 1 1 D D
Bpost + §’Upostmpostmg—ost =B+ §vmmT + 5 t_g 1 th;/r (post — 5 =a— 5 +

Solving for the posterior parameters from the above natural parameters gives p(u, A|D) =
NW(p, A | Mpost, Upost; Apost; Bpost ), and the elegance of conjugate exponential models be-
come clear: we only need to track the natural parameters as data arrive.



2.2.2 PREDICTIVE DISTRIBUTIONS ON THE LATTICE

The predictive distribution p(x¢|ry; = 1,D1.4-1) plays a key role in the standard HMM
algorithms that follow in section 3. Given the hidden state, x; is only dependent on data
associated with the sequence starting at time 4, and therefore simplifies as

p(x¢|rei = 1, D1:y—1) = p(x¢|Disy—1) = /p(Xt|0i)p(9i|Di;t—1) de; = /p(Xt|9i)p(9i|m(t)) dae; .

®)

Instead of Mpost, we use 1, to indicate p(6;|D;.4—1)’s parameters for i = 1,...,t. Therefore

ngt) includes data D.;_1 into the posterior, nét) includes data Ds.;_1, and so forth, until

nét) is equal to the prior 1. As the predictive density depends on the hyperparameters nl-(t),

we shall use the shorthand
Pl = 1, Drymr) = p(xe[n”) .

Example. Continuing the initial example, the posterior distribution p(8; ]nl-(t)) of the mean
vector p; and precision matrix A; will be Normal-Wishart, and therefore the predictive
density follows a student-t distribution:

7

p@mﬁhz/m&@m@mﬁwm:7<m

() ()
. 1 2B;
m(lt)7 Yi j— ! ,2al(-t) - D+ 1) ,

where the multivariate t-distribution is given by

Tlac| s 2v) = ZL P {_VJ;D log 1+ %(X — )27 x - ) }
v\ D/2 I‘(K)
Z,(B,v) = (2W)D/2\zyl/2<§) r(ng)

3. Forward-backward algorithms

In this section we determine the marginal and pairwise marginal densities, p(r¢|D) and
p(ri—1,r¢|D), using standard forward-backward algorithms (Baum & Egon, 1967; Rabiner,
1989). These algorithms can also be interpreted as message passing routines on the Bayesian
network shown in figure 1(b). In this setting Adams & MacKay (2006)’s online algorithm
is equivalent to the forward pass presented in section 3.1.1.

3.1 The marginal densities

The marginal densities p(r;|D) can be written in a standard form,

~ p(Dlr)p(re)  p(Diyrr|Drt, ve)p(Dralre)p(re) — p(re, D1t)p(Diy1.7|Drut, )
p(ry|D) = = = ,
p(D) p(D) p(D)
such that
(t) 5(t)
p(ry = 1|D) = ’yi(t) = M ,  where agt) = p(ry = 1,D1y)

p(D)
and 51'(0 = p(,Dt—i-lzT‘Dl:tﬂ’ti = 1) .



This defines the setup for the forward-backward algorithm for inferring the of hidden states.
These equations assume that the parameters ® are already marginalized away, coupling all
the data points: given R, the likelihood does not factorize (as is true for HMMs).

3.1.1 THE FORWARD PASS
(t)

Computing the elements of vector a®, i.e. a;’ for ¢ = 1,...,t, is based on a message

passing routine that uses the factorization
p(re, Drt) = p(xe|re, Diop—1)p(re, Dis—1) = p(xefrr, Dia—1) Y p(relri—1)p(ri—1, Dre1) -
r_1

Marginalization over r;_; implies a sum over all binary settings of r;_1. Due to the choice
of change point prior there is only one non-zero change point probability in this sum when
i=1,---,t— 1, and therefore

t—1

aE” =p(ry = 1,D1y) = p(x¢|res = 1, D1g—1) Zp(Tti = 1ri—1; = D)p(ri—1,5, D1:—1)
=

:p(xt]ni(t)) (1-H) agt_l) fori=1,...,t—1.

When i =t a change point occurs, and there is a nonzero probability of setting ry = 1 from

any previous state (recall that nét) is equal to the prior hyperparameters n):

t—1
t t—1
o) = plxifm) Y- Hal ™.

j=1
As p(ry; = 1|D) comes from renormalizing a vector, a® can be stored in a numerically
stabler normalized form representing p(ry; = 1|D1.t).
3.1.2 THE BACKWARD PASS
The elements of B®) can be found by a recursive formula similar to the forward pass, by

. . 1
writing @U) = p(Dys1:7| D1ty 74 = 1) in terms of 5§t+ ) — P(Diyo.r|Drits1, o415 = 1):

P(Dip1:r|Drt ) = Y p(Derar|Dragts teg1) p(Xes1 Dt Teg) p(rega|re) -

retl
A recursive formula for ﬁi(t) for i =1,...,t, is therefore determined by
t+1
t
B9 = > p(DryarDrisr rerry = 1) p(xeg1 [ Dras g1y = 1) plresry = re = 1)
j=1

— B p(xpa [0 (1 = H) 4+ 8% (i |n) H

The last line is a result of there being only two forward links from ry; in the lattice (see
figure 1(a)), as either j = ¢ and the run length increases and we stay in the same state, or

j = t+1 and a new run starts and we move to a new hidden state. For ﬂi(T_l) to be correctly
defined, we set ﬁj(-T) =1forall j=1,---,T. B can also be stored in a numerically stabler

normalized form.



3.2 Pairwise marginals

The EM algorithm in section 4 makes use of the pairwise marginal probabilities p(ry11,r|D),
which will be defined by a matrix €41 with entries
L1
Ei(j ) = p(ry = L7y =1/D) .
This is a ¢t x (¢ 4+ 1) matrix, although the change point prior allows a sparse representation
as it only has 2¢ non-zero entries. The pairwise marginals can be expressed as

p(rt71‘t+1\p) = p(rt71‘t+1,D) p(xt—i-l‘rt-i-laDl:t)p(rt—i-l’rt)p(Dt+2:T’rt+17Dl:t-i—l) /p(D

from which we get

gl.(]t.’tﬂ) = al(-t) p(Xt+1\7‘t+1,j =1,D14)p (Tt+1j =1y = 1)5(t+1) /P(D) :

1)

A sparse representation of £€*1) arises as éi(;f’tJr is non-zero only for the following (i, )

pairs: (4,7) and (i,¢ + 1),

P oc ol plxpar ™) (1 — 1) g

B ocal ploia ) H 8

4. Expectation maximization for empirical Bayes

As p(r¢|D) summarizes an integral over ©, a correctly scaled prior hyperparameter setting
plays a key role in successfully detecting change points—this is illustrated in section 5.1.
In this section we derive a Baum-Welch-like algorithm (Baum et al., 1970) for maximizing
the log marginal likelihood with respect to the hyperparameters. This method can be inter-
preted as a volume-based version of EM (Dempster et al., 1977) where, instead of finding
parameters to maximize the likelihood function, we find hyperparameters that maximize
the volume under the likelihood-prior product. Unlike the EM algorithm, both the E- and
M-steps require inner loops: for the E-step a variational minimization is performed, while
the M-step uses a simple iterative algorithm based on the concave-convex procedure (Yuille,
2002).

The log marginal likelihood from (2) can be lower-bounded in a form amenable to EM
through the introduction of an additional distribution ¢(R):

(D, R,
log p(D|n, H) = log Z %

Hom) — op LD RIn, H)
zf(qu,m—Equ(R)l B @)

logp(D,RIH,m))  +Hlq(R)]

where H[g(R)] is the entropy of ¢(R). F can then be maximized by an EM algorithm by
iterating the following two steps:



E-step. Optimize F(q; H,n) with respect to the distribution of the hidden variables, hold-
ing the parameters fixed:

g™ (R) « argmax F(q(R); 1 nk=D)y
q(R)

M-step. Maximize F(q; H,n) with respect to the parameters while holding the hidden
distribution fixed:

H® n®)  arg max F(¢™(R); H,m) = arg max <10gp(7>, R|H, n)>
Hn Hm q(k)

R)
For tractability we choose a fully factorized form for ¢(R) = Hthl q(ry) = H;[:l(]_[';f:l a1,
where each ¢(r;) is a multinomial distribution, with Zle gt = 1 and each ¢ > 0.

4.1 E-step

We can optimize F(q; H,n) with respect to g(R) by sequentially optimizing each of the
factors ¢(r;) until convergence, using a variational method. We can interpret the E-step as a
variational message passing scheme (Winn & Bishop, 2005) defined on figure 1(b)’s Bayesian
network. The key to a variational maximization over this network is the observation that
the joint probability simplifies as a function of ry,

p({ri 21 D) = p(rel{ri}ize, D)p({ri}izt|D) = p(re|re1,ve41, D)p({ri}ie| D)

using the Markov boundary of ry. The functional derivatives of F can then be taken with
respect to one q(r;); setting the derivative to zero (with Lagrange multipliers to enforce
normalization) gives

Q(I't) X €xp Z Z Q(I‘t+1) Q(I‘t—l) logp(rt‘rt—la I‘t+17D)

Tt41re—1

This is the well-known “variational free-form maximization” method, and interested readers
are referred to Jordan et al. (1999), Winn & Bishop (2005), and Bishop (2006). The log
posterior log p(r¢|ri—1, 1441, D) can be rewritten in terms of random variable ry, such that
the above equation equals

q(re) ocexp § Y q(resn)log p(rralre. D) + Y q(ri1)log p(ri—alre, D) o p(x|D) . (4)

ri41 re—1

The VB loop updates in (4) therefore require the pairwise and marginal probabilities,
5};’”1) and 7-(t) Using the shorthand

(2

tt+1
(t_lvt)
ji p

e = Uy = 1,D) = 457130

(re—1;=1lry; =1,D) = fi(;_17t)/’YJ('t)

and x
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for the “forward and backward probabilities from 74", we see that ¢(r,; = 1) is a function
of incoming links ¢ — j and outgoing links j — k in figure 1(a),

+1) 1,0\ _(t
eXP{Zk 1(]t+1k10g77j(k + 3 e MIOng'i )}%(')

q(re; =1) =

+1) (t @t - (5)

—1,t
Z i— 1exp{2k 1Qt+1k10gﬂ'(/k + Zz 1Qt 1Z10ng’i )}’Yj/
The change point prior allows another simplification: as the “outgoing probability” m (t t+1)
has only two nonzero values, at k = j and k =t + 1 (as the run length can only i 1ncrease or

drop down to one), we can use

t+1

tt+1 A+ 1
E Qt—i-l,klOgT"](-k ) = G 10g77j(-] Y4 Gerien 10g7Tj( t+1 )
k=1

in (5). Similarly, when j < ¢, the “incoming probability” is non-zero only when the run
length increases, and ¢ = j. In that case the second sum simplifies as

t—1,t t—1,t
th_l,ilogxﬁ-,- )2%_1,j10gx§-j )

When j =t the second sum does not simplify.

A sensible initialization of ¢(R) for the VB loop would be to set ¢;; = ’y-(t)

)

. (The approach
taken by Vasconcelos & Lippman (2001) in a similar setting was to guess q; ~ yft), and not
implement a variational scheme at all.) When the latent state variables are not coupled in
any way, for example in a mixture or factor analysis model, a variational loop would not be

necessary.

4.2 M-step

A direct consequence of using conjugate exponential models is that a simple algorithm can
be derived to maximize a lower bound on F with respect to hyperparameters n. F can be
directly maximized over H. From (3) the likelihood, averaged over ©, is tractable,

T T
p(DIR,n) Hexp {—Zm log Z(u(x;)) — log Z(n) +log Z (Z (X ) +n)} . (6)

t=1

By using Jensen’s inequality, we obtain (log p(D, R|H,n)) 0 ®) = L£(n, H), where

T t—1 -1

H) = Z [%t log H + Z qeilog(1 — H) + Z (gii log Qt—17i>q(’“)(R)]
t=2 i=1 =1

T

2

1=1

T

T
Z qilog Z(u(x;)) —log Z(n) + log Z (Z qru(xe) + 77)

t=1 t=1

The inequality was applied to the last log Z in (6), which is a convex function of ry;.
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The stationary point OL(H)/OH =0 is at

_ ZtT:2 qtt
H = T t )
Dot D im ti

which has an intuitive meaning: here H is the (geometric) prior probability of starting a
new run, and it is set to the probability of remaining at run length one for each data point,
normalized by the total probability. (A result of assuming that we start in state r1; at
t = 1, the above sums are from ¢t = 2.)

4.2.1 CONCAVE-CONVEX PROCEDURE

The key to solving for L£(n)/0n = 0 is to notice that the log partition function log Z(n)
is a convex function of 7, and can be written as a function of a convex — and concave —~
term,

T T
L(n)=-TlogZ(n)+ Y logZ (Z g (x) + n) =L~(n)+L_(n) .
i=1 t=1

We can therefore write 0L (n)/0n = —0L_(n)/0n at a stationary point, and the concave-
convex procedure (CCCP) iteratively updates 1 until guaranteed convergence with

VL (") — —vL_(n®).

As log Z(n) can be used as generating function for the sufficient statistics of ¢ (@), this rule
updates 1 from n®*) with

1 T

(B(0)) om0y = 7 D (PO o 5T gy om®) - (7)
i=1

Equation (7) has a very pleasing interpretation: to maximize a log marginal likelihood, the
moments of the prior has to match the moments of the posterior—in this case the average
moments of all run length posteriors.

(4)

Example. Continuing with the Gaussian example, we need the posterior parameters 7,5

of i =1,...,T distributions p(6| Zthz qriu(x¢) +m), each of which can be determined using

T T
U;()Qst =v+t Z dti U;()ngtmggst =vm + Z qtiXt
t=i t=i
T T
- 1 @ ; N1 1 1 ; D D 1
Bchs;t + gvégstmégstmégst =B+ §Umm—|— + 5 Z Qtixtx;r ag()zgst - E =a-— E + 5 Z qti -
t=1 t=i

The above equations include data points x; from time ¢ (hence according to the ith diagonal
of figure 1(a)), weighted by how likely it is that each x; comes from a stream of data with
generating parameters being reset at time 1.
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The expected sufficient statistics (¢(8)) of p(8|n) are

() =3 [ emriam] we

D
Gog A1) = Y- w (a+ 25%) ~ 1og Bl (Ap) = (A)m,

d=1

(4)

where U(-) is the digamma function. Given the posterior parameters Mpost; We can compute

<¢(0)>§f25t using expressions similar to (8) for i = 1,...,7. The prior sufficient statistics in
(@)

post»

(8) should be updated to match the average of the posterior sufficient statistics (¢(0))
and therefore we can update (¢(0)) with

T .
<%HTAH> 7 Z < 1 TAM>post A> = % Z <A>;()25t
<10g |A| Z <log |A| post <A[1, Z < post . (9)

The new prior hyperparameters m, v, a, and B can be solved for by substituting (¢(8))
from (9) into (8). Solving for m and v in (8) is straightforward with

m=(A)""(Ap) and v= D[(,uTApQ — mT(A>m} o .

Solving for a and B in (8) requires solving a nonlinear equation; we can use Newton’s
method to solve for a in?

o 1-d
3w <a+ T) ~ Dloga+log |(A)| — (log |A]) =
d=1

and then substitute back with B = a(A) ™.

5. Results

The change point detection algorithm is illustrated on a number of examples, showing
unsupervised learning of class labels, detection of change points of means and volatilities
of stock returns, and a practical approach to process control. We commence with a toy
example:

2. The Newton-Raphson parameter updates can be cast into a multiplicative form, as a > (D — 1)/2 is
constrained:

D W(a+ (1—d)/2)— Dloga—c }—Hc
(0= k)37, Wiet+ (1 -d)/2)=Dla—k)/af

where k = (D — 1)/2, ¢ = (log |A]) — log|(A)|, and ¥'(-) is the trigramma function; see for example
(Paquet, 2007).

a<—(a—k)exp{—
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5.1 Toy example: change in covariance, mean

We argued the importance of treating the prior hyperparameters through maximizing the
log marginal likelihood, and illustrate the point here with a practical example. Figure 3(a)
shows a change in the correlation structure and means of a data set, with fifty data points
generated from a N (x¢|p1, 1) density, followed by fifty more from a N (x¢|p2, 3X2) density,

where
_ |0 = % 3 = Lo nd 3y =
HFi=1¢g | #2=| e I R 2=

With initial hyperparameters, m = 0, v = 0.25, a = (D + 1)/2, B = [16, 1; 1, 16|, and
H = 0.1, we arrive at figure 3(b). The problem is that seeing a data point changes the
posterior for the initial run enough, so that its predictive density always dominates over
predictive densities based on a misscaled prior. Figure 3(c) shows p(r;|D) after treating
the hyperparameters with an EM algorithm, which gave m ~ [0.6, —0.1], v = 13, a = 3,
B~ [2.6, 1.2; 1.2, 3.3], and H = 0.006. The advantage of the EM hyperparameter scheme
is clear, as the change point is correctly detected.

= o=
| I

N[ =

5.2 Iris data set

As a second example, we removed the class labels from the well known iris data set (Fisher,
1936), and show an wunsupervised approach to inferring the number of classes, and the
class labels. Our only assumption is that classes will appear in sequence over time. This
assumption is relevant to process control (see section 5.4), where one may assume that one
class models “in-control” quality control variables, which, after some failure, will be followed
by a change in class and distribution. The iris data set contains 150 sets of measurements®
coming from three types of flowers. There are 50 instances of each flower. Figure 4(a) shows
the data projected onto its two principal components. We removed the class labels, but
colored the data points in the order of observing them.

The “sequential” assumption allows us to correctly infer that there are three classes, as
illustrated in figure 4(b). Using the maximum ¢ in p(ry; = 1|D) for each example xy, the
class labels can be correctly attached. This is true even for the slightly overlapping classes
(iris-versicolor and iris-virginica), which separate at ¢t = 101.

It is interesting to note that an unoptimized hyperparameter setting only gives two
classes, in a fashion similar to figure 3(b). This relates to the following test: If we did not
make the “sequential” assumption, and assumed the data to come from a K-component
Gaussian mixture model, then a Variational Bayes (VB) lower bound to the log marginal
likelihood (Attias, 2000), using a broad zero-mean prior (with v = 1075, for example) gives
a K = 2 model to be around 76 times more likely than a K = 3 model. Running VB using
(K times replicated) hyperparameters optimized with the change point model—i.e. those
used in figure 4(b)—reverses the result, and presents a K = 3 model to be 41 times more
likely than a K = 2 model.

14



-2

50
Time ¢

(a) A synthetic data set D with a change point at ¢

covariance structure of the data changes.

100

= 51, where both the mean and

100 100
90 90
80 80
70 70
60 60
s 50 s 50
40 40
30 30
20 20
10 10
26 46 éO 86 100 20 40 60 80 100
Time ¢ Time ¢

(b) Change point probabilities p(r¢|D) before the
start of the EM loop, with prior hyperparameters
roughly chosen on the correct scale; here v = 0.25,
for example.

(¢) After maximizing a bound on the log marginal
likelihood; now v ~ 13.

Figure 3: An Mlustration the importance of hyperparameter choice, given the synthetic
data set of figure 3(a). A log-scale plot of p(r;D) is shown for an unoptimized
and optimized choice of hyperparameters. Darker pixels correspond to higher
probabilities. This is a probabilistic version of figure 1(a), with the numbering
on the vertical axis indicating run length.

5.3 South African economic data

A plausible application of this change point model is in the detection of changes in the
returns (expected means) and volatilities (variances) of stock market indices (Adams &
MacKay, 2006; Loschi & Cruz, 2002). In figure 5 the weekly log-returns

Tt = lOg(It/It_l)

of the Johannesburg Stock Exchange all-share index (JSE-ALSI) were used, where I; is the
index at the end of week t. We used indices from August 1978 to July 2007, and from the

3. Each measurement contains the sepal length, sepal width, petal length, and petal width of a flower.

15



15

t=140 80
! © . t=120
05 e .':' t=100 60
- - <0
OF o eoe <4 - & 400
2o ° ~
05 ..f ® . t=60
- L]
° ° t=40 201
,1 ° ..
e . t=20
s hd ° 20 40 60 80 100 120 140
-4 -2 0 2 4 Time ¢

(a) The iris data set (which was centered to obtain (b) A log-scale plot of p(r:|D), strongly indicating

the figure) projected onto its two principal compo- the presence of three classes, with crisp separation
nents. The color bar indicates the ordering of data even for slightly overlapping classes.
Xt.

Figure 4: The unlabeled iris data set, and resulting change points.

figure highlight a number of change points that could possibly have affected South Africa’s
economy. October 1987: Black Monday, the second largest one-day percentage decline
in stock market history; April 1994: South Africa’s first fully democratic elections, with
Nelson Mandela coming to power; July 1997: start of the Asian financial crisis; January
1999: run-up to South Africa’s second fully democratic elections, ending Mandela’s term
in office, and the Euro is introduced in non-physical form; September 2001: World Trade
Center attacks in New York.

5.4 Gravel Process

A typical task in quality control of a process is the detection of changes in the “in-control”
statistical distribution of measurements, as these changes are often caused by specific
changes in the process itself. Control charts are usually used to estimate the time of change
or the presence of multiple changes in multivariate control measurements.

In this example we take 56 observations from a European grit- or gravel-producing
plant, first presented in the control literature by Holmes & Mergen (1993). Each data point
contains the per cent of particles (by weight) that are of large and medium size, and is
shown in figure 6(a). Under the assumption that “the nature of the process may suggest
rational subgroups within which the quality measurements are relatively homogenous”,
Sullivan & Woodall (2000) used the data to construct control charts to detect changes in
the mean vector and covariance matrix responsible for generating the data. The problem
lends itself perfectly to this paper’s empirical Bayesian change point algorithm, which comes
with a number of bonuses: (a) the detection of multiple shifts (change points) don’t need
recursive splits of the data around most likely change points; (b) no control statistic has to
be constructed, as full use is made of probability theory; (c) a probability distribution over
change points is given; (d) hyperparameters and model assumptions are explicitly stated
and treated in a principled way.

Figure 6(b) illustrates the change point posterior for this data set. Sullivan & Woodall
(2000) gave shifts after ¢ = 24 and t = 43, which can be observed in the figure.

16



-0.05 N

—0.1- -

-0.15 -

O O Y I O Y N N BN
79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06 07
Time t

500

400

300~

Tti

L | L L L L I | L | /4 4 | 7 |
79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06 07
Time ¢

Figure 5: Top: Weekly returns, or log-differences x;, of the Johannesburg Stock Exchange
all-share index (JSE-ALSI), from August 1978 to July 2007. Bottom: Change
point probabilities p(r|D) using the JSE-ALSI. The plot is shown on a log-scale,
with darker pixels indicating higher probability; time ¢ is indicated in years.

6. Conclusion

The product partition model is a useful tool in detection change points, but may not rise
to its full potential due to misscaled choices of prior hyperparameter settings. This paper
addressed the problem through an efficient EM algorithm to treat prior hyperparameters,
opening the door to other interesting applications in models with latent variables:

Hyperparameter optimization is often associated with automatic relevance determina-
tion (ARD). In the context of mixture modeling, ARD is useful in determining “feature
saliences”, i.e. how much a certain input dimension plays a role in clustering the data. This
paper’s EM algorithm can be used in a similar way to infer the number of components in
a mixture, without using fixed hyperparameters and a variational lower bound like Cor-
duneanu & Bishop (2001). Rather, given a choice of K and a Dirichet mixing-weight prior,
the hyperparameters can be optimized, and a scheme can be devised where either suppressed
components (with small posterior mixing weights, etc.) are pruned, or components added
sequentially until the bound decreases.

Latent variable problems like the one discussed above typically have multimodal pos-
teriors due to permutation symmetries in the latent variable structure. Hyperparameter

17



©
(=2}

° 407
94 o t=50
LS} 35¢
92 PY ‘.'
° - L
g % LR ) K « t=40 30
3 ° 25¢
3 8 . o’ t=30 =
€ 86 L4 < 20f
(=]
S 84 woo b t=20 15
82 ° 10t
t=10
80 ¢ 5
78
2 4 6 8 10 12 10 20 30 40 50
% large Time ¢
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Figure 6: The gravel data set, and resulting change points.

optimization will force the prior to strengthen one such mode and give little mass to the
others. In light of modes being permutation-equivalent, this is a promising approach to
ARD in many models.
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